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Large Hadron Collider LHC - the pp-collider at the energy frontier

• LHC has been operating since 2008 

• collected ~30 fb-1 at a collision energy 
of 8 TeV 

• Discovery of the Higgs Particle and 
a Nobel Prize 
to F Englert & 
P Higgs 

• expect ~300 fb-1 till 2023 at 13-14 TeV 

• need another factor of 10 to fully 
exploit its potential



High-Luminosity Large Hadron Collider 

• Launched as the FP7 HiLumi LHC Design Study in 
11/2011 

• Developed concepts for magnets, crab cavities and 
300 m high power superconducting links  

• continued till 10/2015 

• was launched as a project at CERN in October 2015 

• will be implemented in two consecutive shutdowns; 
the last ending 2025



Implications

• The two large experiments ATLAS and CMS have to tackle a much higher 
rates and a much larger level of background (parasitic) collisions (µ=200). 

• Physics has to be extracted from a much more complex environment 

• New or refurbished detectors 

• High luminosity upgrade as a landmark project of ESFRI 

• Similarly the HL-LHC detector upgrades figure on the national 
roadmaps 

• Much more powerful online data selection to cope with the data 
rates 

• Data selection with fast switching commodity hardware

Chapter 1

The Path to New Discoveries for CMS at the
High Luminosity LHC

I am on the edge of mysteries and the veil is getting thinner and thinner – Louis Pasteur

1.1 Introduction
The Physics Program of the CMS experiment at the Large Hadron Collider (LHC) is off to a
remarkable start! It is aimed at answering fundamental questions in particle physics. What
is the origin of elementary particle masses? What is the nature of the dark matter we observe
in the Universe? Are the fundamental forces unified? How does QCD behave under extreme
conditions? Do matter and antimatter properties differ? In the first major physics run in 2011
and 2012, the collider reached a peak luminosity of 7.7 ⇥ 1033cm�2s�1, more than 75% of its
design luminosity, and delivered an integrated luminosity of ⇠25 fb�1 to each of its two gen-
eral purpose experiments, ATLAS and CMS. This data has yielded a vast quantity of physics
results, summarized by the CMS collaboration in more than 300 publications. The highlight
has been the observation in 2012 of a new particle of mass ⇠125 GeV by the ATLAS and CMS
collaborations [1, 2], which partially provides an answer to the first question. This particle was
identified as a Higgs Boson. Figure 1.1 shows Higgs boson candidates from CMS. Figure 1.2
shows the signals from CMS that contributed to establishing the existence of this new particle.

Figure 1.1: (a) Candidate for the decay Higgs ! gg, where the green lines are the two photons;
and (b) Candidate for the decay Higgs ! ZZ⇤(eeµµ), where here the green lines towards the
center of the picture are the two electrons and the red lines in the center and at the upper right
of the detector are the two muons.

In addition to discovering the new boson, CMS was able to begin the detailed study of its
properties to show that it was indeed a Higgs boson. The decays of the new boson to the
gauge bosons of the SM, the W, Z, and the photon, were established, each with more than 5
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Figure 68. The lowering of such a large detector than ITk into the Toroid area will not be straightforward.
Two options are currently considered for the lowering path of ITk, either from the top or from the side of the
experiment. The red arrow in the picture above shows what the travel of ITk could be when it enters the Toroid
area by the US15 side. Some specific temporary platforms (not shown here) will be designed to give access
during the process..

VIII.6.2 Cryostat opening and closing
Whatever option is selected for the upgrade of the LAr end-cap calorimeters will require warming up
and opening the endcap cryostat. In case the MiniFCal option is chosen, the installation operation
mainly consists of replacing the Inner Warm Tube with a new one that supports the MiniFCal. A
new cryogenics and detector service line has to be installed and a full cryogenics system has to
be developed, in collaboration with CERN TE-CRG group, in order to supply the new cold vessel
housing for the MiniFCal.

For the sFCal option, the extraction of the FCal requires opening the cold vessel of the cryostat.
This is a challenging operation on a system which has been closed since 2004, more than 20 years
earlier than the Phase-II upgrade. Some cutting of welds will be necessary on activated parts of
the cryostat, adding complex safety issues to the technical concerns. The radiation dose budget is
being assessed, in particular to define at which steps automated tooling or welding machines might
be required.

ATLAS TC is leading the relevant engineering studies, including the risk analysis, in close col-
laboration with the LAr community.

VIII.6.3 Movement and installation of Barrel Muon chambers
The TC project office is responsible for the study of the mechanical installation of the new RPCs from
the feasibility stage to the actual intervention on site. The responsibilities would include providing
temporary access to the relevant working areas, the modification of any existing permanent gang-
ways which might be in conflict with the new chambers, and the installation of tooling compatible
with the geometry of every sector in the Barrel region. It is a huge project both before and during
LS3 as the installation procedure is estimated to require about 2 years.
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H→4 l in 2012



HL-LHC Detector Upgrades – 1 Example

• Innovative Si-based detectors 

• ~200 m2 of active Silicon sensors 

• ~0.5 bn readout channels 

• Challenge for industry and a breakthrough 
demand for compact sensors for other 
fields of science
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Figure 6. A cross-section of the ATLAS ITk tracker presented in the LoI showing the coverage of the pixel
detector in red and strip detector in blue. The rapidity coverage extends up to |⌘| = 2.7 and is matched to
the coverage of the muon system. The blue line outside the ITk volume represents the coil of the solenoid
magnet.

Table 11. The surface area and channel count for different parts of the LoI layout configuration used for the
performance and physics simulation of the Pixel and Strip detectors.

Detector Silicon Area [m2] Channels [106]
Pixel barrel 5.1 445
Pixel end-cap 3.1 193
Pixel Total 8.2 638
Strip barrel 122 47
Strip end-cap 71 27
Strip total 193 74

Chapter IV: Inner Tracker Page 36 of 229
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HL-LHC Computing

• To maintain a low level of occupancy the individual 
detectors have to be small; the high granularity implies 
large data rates and requires sophisticated algorithms for 
data reduction 

• LHC Grid computing (WLCG) 

• may evolve (partially) into Science Cloud (virtualisation 
techniques) 

• Could evolve into the Open Science Cloud; citizen 
engagement has been successfully demonstrated 
LHC@Home, ATLAS@Home …

worldwide computing 
model for LHC

has been exercised 
successfully

Requires even more 
computing resources and 

a privacy policy



Outlook

• FP7 HiLumi LHC Design Study led to the HL-LHC Project , which is now 
recognised as an ESFRI Landmark 

• Project will imply 

• Detector and sensor development and applications 
Medical, biological and radiation sensors… 

• Massive frontend and distributed computing to cope with vast amount of 
data to extract physics signal 
(Ready for Cloud, Science Cloud and Open Science Cloud)


